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Abstract

The segmentation method (signal partitioning into specific sections, segments) of a ¢yclic stochastic signal is considered.
Taking into account cyclicity atiributes, segmental cyclic and segmental zone structure, there is proposed a method for solving
the segmentation problem of a cyclic stochastic signal with a stable or replaceable rhythm. The information obtained on the
segment structure allows us to analyze the rhythm: to estimate the value of the period in the case of a stable rhythm, und in the
case of a variable rhythm - the rhythmic structure (discrete rhythm function). There are given the examples of segmentation of
modeled and real cyclic signals, and the accuracy of the developed segmentation method is estimated.

The developed method can be used in digital process automation systems (diagnostics and forecasting) of cyclic data:
cardiac signals of various physical nature, cyclic economic processes, gas consumption and énergy consumption processes,

surface processes of relief formations of modern materials.

Keywords: cyelic random process, rivihmic structure, segmentation, segmenial zone structure, segmental eyelic structure..

Introduction

In many branches of science and technology, there
are various vibrational phenomena and cyclic signals,
determining the relevance of their research, analysis,
forccasting and modcling. For example, heart work is
characterized by the cyclic deployment of the phase of
cardiac muscle contractions in the time course, the
respiratory process is characterized by rhythmic, cyclic
oxygen saturation, the economic cyclical processes and
processes of energy consumption, for example, clectric,
water, gas, oil consumption arc characterized by cyclic
deployment and repeatability over time.

Recorded cyclic signals conwmin important
information that is recflected in the corresponding
segments of implementation that characterize the stages,
the time-bascd cyclic process. Therefore, there ariscs
the question of its partitioning into certain specific
segments (zones, cycles, areas) in many problems of
analyzing such signals. In particular, the tasks of
segmenting a cyclic signal take place during the
morphological analysis of cardiac signals, the analysis
of cardiac rhythm by cardiointervalogram, obtained
both during the patient’s rest and physical activity, such
problems arise during thc analysis of cyclic economic
data and others [1-4,7] Information about the
segmental, zone structure of the continuous cyclic signal
allows 10 select the step of its sampling [S], to cvaluate
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the rhythmic structure (to determinc the rhythm
function) of the cyclic signal [6], to carry out its
statistical processing, analysis and simulation [I, 4, 7].
Thercfore, automated detcction and analysis of such
time segments on a registered cyclic signal is an
important and relevant scientific and technical task, the
solution of which allows creating new Digital
Processing Systems for cyclic data that carry out
diagnostics or a prediction.

There are many methods of segmentation [8-13]
developed for specific cyclic signals of different
physical naturc, for example, electrocardiosignal,
magnetocardiosignal, reocardial signal, and others. In
practice, metric methods of segmentation in the time
domain are often used: the method of amplitudc
characteristics of the signal [8], the method of form
function [10], the method of standards [11], and others.
One of the most common methods for separating QRS
segments (QRS complexes) is the method of analyzing
the difference function of the first order (the first
derivative) and the difference function of thc second
order, and comparing their extrema with threshold
values [9]. Although there are many developed methods
of segmentation, in practice, they do not always
correctly process real cyclic signals becausc these
mcthods do not have adaptation mechanisms for the
features of the cyclic signal, which are necessary, for
example, in pathologies, where the splitting of the key
segments (R-zones) of the electrocardiosignal occurs or
pathologies, associated with changes in rhythm. Also.
there is a problem of the impossibility of using known
methods in the tasks of coherent processing cyclic
signals of various physical naturc, due to different
methods, which are based on different mathematical
models and therefore there is no a single approach and
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methodology of segmentation of various cyclic signals,
This necessitates the creation of new methods for

processing cyclic signals, in particular, the methods of

segmentation, from the standpoint of a single theoretical
and methodological approach that will eliminate
existing problems,

This work is devoted to the development of a
method for segmentation of a stochastic cyclic signal,
the model of which is a cyclic random process with a
scgmental structurc,

Mathematical model of stochastic cyclic signals

In [14] there is given the definition of a cyclic
random process of a continuous argument and there is
formulated the problem of segmentation.

Definition 1 (u cyclic random process). A separable
random process &(ant), we ), te R is called a
cyclic random process of a continuous argument if there
exists a function 7(,n) satisfying conditions (1) and
(2) of the rhythm function that the finite-dimensional
veetors  (E(@,1) . E(mwnty) . éw,t,)) and
(E(@., +T(1,n). E(@.ty +T (t5,1))) .

&, +T(1,,n))ne Z, where {1, ty,..., 4, } is the
set of separability of the process £(mw,7), we Q,1e R,

for all the whole k& N are stochastically equivalent in
the broad sense.
The function of rhythm 7'(f,n) determines the law

of changing the time intervals between single-phase
values in different cycles of the cyclic process.

The function 7(7,n) must satisfy the following
properties:

a) T(t,n)>0,if n >0 (T(r.1)<eo )

b) T(1,n)=0,if n=0; n

¢) T(1.n}<0,if n<0, te R,

Forany 1, € W and t, € W, for which ¢, <1,, for
the function Tt n)
inequality:

there is the following strict

T(.m+t, <T(ty.n)+t,,Vne L . (2)

Herc is a definition of a cyclic random process
with a segmental structure,

Definition 2 (a random process with the segmental

(zone) structure). Let us have a vector N of arbitrary

random processes, given on the same probabilistic space

E:((o.t)=4f,(a),t). i=LN. weQ, te R}, (3)
L

and non-random splitting Dy ={W,-,i= LN_} of the
domain of definition R . which is connected with the
functions

indicator {Iw: (1). izm}, signified

according to the following expression

I, te W,
Iy (t)= o 4)
0, te W,, i=LN,

And the half-intervals W, =[z,¢,)
following conditions:

satisfy the

N
JW. =R, W, 2@, W[W, =0,
i1 (5)
Vi# j, i,j=1,N
Then the random process presented by such a
construction

N
Eon)=3 &)y (1), we, teR, (6)
i=1

is called a random process with a segmental zone
structure (from N segments-zones).

Note that the random process (6) with the
scgmental zone structure can be given in the following
form:

f(a),t}:zg,-(m,t),we Q:eR, (7
i=l

where {fr (ert), 1=1LN, weQ, te R][ is the set of

random processes, which are defined by
E(wit)=¢(mit)ly (1), weR, 1eR. (8)

The components

{f, (@t), i=LN, we®, te R} of the construction

(7) and the components

{é-(w,{), i=1N, weQ, te R} of the construction

{6} arc interconnected by the following relations:

E(wt)= E(mi),re W,
0,1¢ W,. o

i=LN, weQ, teR
or they are

5 (@n)=4 (@0)Iy, (1),

i=lLN, weQ, teR

That is, the corresponding i -th components of the
corresponding i -th sets R\ W, are equal to zero in the
construction (7).

Definition 3. A cyclic random process with a
segmental  structure  is  called a  process
E(w,r)e R,re W with a function of rhythm 7(s,n),
which is presented in the following form (through
process cycles, segments-cycles of the process):

E(wn)=) &(wt) te WoeQ.

eZ
In practice, by conducting the processing of a
cyclic signal it is necessary to determine the whole
number of cycles of the investigated signal, that is

(10)

(11}
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=
= l,?, where C is the number of segments-cycles of

the cyclic process; & (w,t) corresponds to the 7-th

cycle of a cyclic random process with a segmental
structure, which js defined as follows:

Glot)=§(ar) Iy (1),
i=f€,te W, we

where Iy (¢) is the indicator function of the #-th

(12)

cycle, which equals

Iy (1)=

Lre W,
{ (13)

0,62 W,
Indicator functions {Iw (r),i:Tf} are cyclic

deterministic numerical functions with functions of the
thythm 7 (f,n}) for a cyclic random process
§(ot), we @, re R with a changeable rthythm in the

construction (12), namely:

Iy (t)= Iy (t+T(t.n),i=1.C,te W,ne Z. (14)

In case, if we assume that the indicator functions
{]w. (#),i= IC} are periodic deterministic functions
with period in the construction (12) 7 :

Iy (t) =Ty (t+7),i=LN,1eR, (15)

then the cyclic random process &(w,t), we R.te R
has a a constant rhythm.
The sets W, for detcrmining the indicator function

of the i -th cycle of the process are determined through
the half-interval for the case of a continuous process,
thatis W =R:

W, =10, ) (16)

where £, is the time instant of the beginning of the { -th
cycle of the process.

For the case of a discrete process W =D the sets
W, for determining the indicator function of the f-th
cycle of the process are determined as follows:

W, ={r,.1=11},i=1C. (17)
where L is the number of discrete starting points per
cycle, L =const .

A cyclic random process can also be presented in

this form (through the zones of the process, segments-
zones of the process):

z
o)=Y Y& (wi)te W, weQ, (18)

et i=l '
where Z is the number of segments-zones in each cycle
of the cyclic process: & (), 1€ W, is the j -th zone in

the i -th cycle of the cyclic random process. cqual to:
.f./ (w.r)=&(w.t) Ty (1)=& (@.t) Iy (t),

(19)

i=1.C,j=1.Z.1e W

e e e, ]
where Iy, (¢) is the indicator function of the j -th zone
in the 7-th cycle, equal to:

l.te W,

20
0,1e W.. (20)

Iy (t)=

The sets W. for

i

determining the indicator

function of the j-th zone in the I-th cycle of the

process are determined through the half-intervals for the
case of a continuous process, that is, W=R:

W, =[t, o ) 21
where # is the time instant of the beginning of the

J -th zone in the { -th cycle of the process.
For the case of a discrete process W=D, the
domains W, of the indicator function of the -th cycle

of the process are determined as follows:
z

W, =it =1L} 1 =>L,
j=1

i

(22)
i=1,C, j=1Z
where L is the number of discrete starting points per

cycle, L=const; L; is the number of discrete starting

points on the j - th zone.

The process (11) corresponding to the Z -th cycle of
the cyclic random process is associated with the process
(19), which corresponds to the j -th zones of the cyclic

random process, by the following dependencc:
z
&lot)=2 ¢ (),
j=1

te W, we Q,‘v’i:l,_C

The domains for determining the segments-zones
and segments-cycles of the process with a segmental
structure satisfy the following relation:

r4 < Z
w=UJw.UJUw =w. W 22,

j=l i=l j=1

(23)

(24)
W ﬂw,a =D, j, # j,-

Segmental structure of cvclic signals
The segmental structure of cyclic signals is divided
into a segmental zone (zone-cyclic structurc) D, and a

segmental cyclic structure D, , while the scgmental zone

structure is embedded into the segmental cyclic
structure. In practice, there are analyzed the following
cyclic signals in cyclic data processing systems: cardiac
signals. cyclic signals of relief formations, economic
cycles, solar activity cycles, etc., the mathematical
modcls of which are random processes of one fixed
signal implementation. Such implementations can be
considered as some of the deterministic cyclic functions.
Therefore, we will continue to consider the generalized
segmental structure as a deterministic segmental
structure of cyclic signals, that is, the time moments,
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Figure 1 — Schematic representation of the segment structure for the implementation of a cyclic signal

corresponding to the boundaries of the segments-cycles
or segmcents-zones, are not random variables.

The zone-cyclic structure of the cyclic stochastic
signal is given by a plurality of time points
corresponding to the beginning of the segments-zoncs
of the cyclic signal (segmental zone structure):

D, =

r

{z,,i=l,C,j=1,_Z}, =1L Vi=LZ . (25)

When it is possible to allocatc only the set of time
starting points, corresponding to the beginning of the
segments of the cycles in the investigated signal, then
the segment structure is given through its cycles (a
scgmental cyclic structure):

D, ={t,.i=1.C}. (26)

Let's consider the work of the zonc-cyclic structure
as it includes the segmental cyclic structure. Figure 1
shows a schematic representation of the scgmental zone
structure of a cyclic signal with the lengths of scgments-

cycles {7;1=1_C} the length of scgments-zones

}, and the boundaries of the

beginning of the j-th scgment ¢ and its end # in

each cycle.

Estimation of the rhythmic structure of cyclic
signals

Based on the information about the scgmental
structure of the cyclic signal, we can estimate its
rhythmic structure. The rhythmic structure of the cyclic
signal is represented by a discrete function of the
rhythm [6, 15]. The discrete function of the rhythm is
embedded in the continuous function of the rhythm, the
starting points of which correspond to the starting points
of a specific segmental structure, and the values of the
discrete function of the rhythm are determined as
follows (for the case when the segment structure reflects
the zonc-cyclic structure and is determincd by the
moments of the beginning of the secgments-zones of the
signal);

T ,n)=t.. —-l.',Vi =1C,j=1LZ,ne, (27)

96

whete n is the number of cycles through which one-
phase values of the investigated signal are remote. For
our case, we take n =1, that is, single-phasc samples of
the first, second, third, etc. cycles of the signal studied.

The discrete function of the rhythm of a cyclic
signal. the segment structure of which reflects the cyclic
structure, will be determined by the moments of the start
of signal:

T(t.n)=t,,~t.Vi=1,C,ne Z. (28)

Thus, the information about the beginning of the
segments-zones and segments-cycles of a cyclic signal
allows to determine its discrete rhythmic structure, the
mformation of which is contained in the discrete
function of rhythm T(¢ .n), which is embedded in the

continuous function of the rhythm T7T(f,n) of a cyclic

signal of a continuous argument. Figurc 2 shows a
schematic representation of thc rhythmic structure (a
discrete function of the rhythm), and a continuous
piecewise linear function of the rhythm (dotted line).

The statemecnt of the problem of segmenting
stochastic cyclic signals is given in [14]. It includes the
concept of the atribute of a cyclic signal. An attribute
or attributes for a cyclic signal is a characteristic that
indicates a stochastic equivalence between single-phasc
cycle values {15].

The problem of segmentation of stochastic
cyclic signals

The essence of the problem of cyclic signals
segmentation consists in determining the partition of the
set of a cyclic signal. That is, in finding an unknown set
of temporal {spatial) starting points of j-th scgments-

zones in the corrcsponding i-th segments-cycles

D:={L,i=l,C,_/=T,—Z_}, or a set of temporal

(spatial} starting points D, ={r,-,i=ﬁ} - the

corresponding i -th segments-cycles. that is. in finding

fo

the partition of the sct Wy, = {W,. ,i=1C, j=1Z

the cyclic signal or Wy ={VV,-,i I,C}.
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Figure 2 — Schematic representation of the discrete and continuous functions of rhythm for the implementation
of a cyclic signal (a continuous function of rhythm, piecewise linear, marked with a dotted line)

In this case, it is necessary that there were fulfilled
the conditions for the biyjection of the cycle starting
points and the strict improvement of the starting points
(29) that correspond to the segments, as well as the
equality of the segments starting points attributes (30)
for a given set of time points

D. :{LJ':T,J':LZ} or D, ={t,,i=l,—C} that is,

the segment zone structure is the following for the set
(25):

i, &t L

/ "

>t,1e W,i=1,C.j=1LZ. (29)

PUN=p(f@, N> A 1e Wi=LC, j=17.(30)
The segmental cyclic structure is the following for

the set (26):
Lt Gy 2, te Wi=1C,

PN =p(ft,) > A, te W.i=1C,
where A is a set of attributes [15].

(€1)
(32)

Method of segmentation of stochastic cyclic
signals

Consider the developed method of scgmentation
step by step. To ensurc the same results of
segmentation, we assume that thc test signal has
undergone a preliminary processing in which the trend
componcn{ was ¢liminated and the beginning of the
signal is synchronized with the beginning of the
reference frame (the beginning of the cycle count).

Estimation of segment structure (preliminary
segmentation) for input data & ()., e W=D -
discrete realization of a cyclic stochastic signal,

lrn 1 K
Sit,)=— -
() mgfw(m ra k%@mt

m=1K-1,k=1K,t,e W,

(33)

ISSN 2311—1393. Journai of Hydrocarbon Power Engineering. 2017, Vol. 4, Issue 2

where S(t,,) is the value of statistics in the discrete
m moment of time; K is the number of registered
implementations; &, (,) is the value of a sample
implementation at a & moment of time.

After calculating the statistics, the search for its
local extremises is carried out by one of the known
methods. A set of time points 1s oblained that
corresponds to extremecs of statistics:

s, ={#,.u=1,U}, (34)

A set of time points, corresponding to the maxima
of statistics:

S = {7 2=1.0}. (35)

A set of time points, corresponding to the minima
of statistics:

Smin = {Z’ F= L_R} - (36)

For the sets (35) and (36), the condition holds:
S, =S80 [JSmn U =0+R, 37

The applied statistics (33) responds to sharp
changes in mathematical expectation and has proved
itself well at certain moments of the time of stochastic
signal disruption, the model of which is a piecewise-
stationary random proccss. After recciving the sets (35)
and (36), we determine which of them will be used for
further segmentation steps.

At the stage of the previous segmentation, we
selcct the first count according to the following
conditions:

If ¢,<f,, g=Lr=1,then t,=¢,,k=1; (38)
then 7 =t,5=2,..¢=kL.., weuse S . (39)
(40}

then 7, =7, =2, r=1.., weuse S (41)

After this procedure we get a preliminary
breakdown of the cyclic stochastic signal where the

If I_q>fr, g=Lr=1then f, =4, k=1;

min *

initial data are D, = {f\ 5= ﬁ} - set of counts of time

97



I.V. Lytvynenko

Table 1 — Usage of attributes for specifying the cyclic structure

Attributes

Analytical record

Values are in the range of values

PN =8, ()~ AL, (NS E,(H)+4A,

the range of possible values 2A

Table 2 — Specifying the starting points of cycles’ segments by using the matrics of close values of the starting
points of these segments

Matrics of close values (absolute)

Matrics of close values (Euclidean)

~

!, — a starting point being specified,
I, - a starting point for specifying,
min p =|&, (7 )= &, (2,)] -

Terms of reference for specifying:
If a starting point being specified is in the middle of the
signal
ek 2zlte;
Tt k<K —e.
If a starting point being specificd is at the end or at the
beginning of the signal:

’ —{!k—c’k:K;
¢ t“+(”k=]’

—~

I, - a starting point being specified, {, — a starting

point for specifying, min p = J(fw(f,( y—Ep(t, ).
Terms of reference for specifying:
If a starting point being specified is in the middle of
the signal
ek 21te
B lk-‘r(" ’\' S K —-€.
If a starting point being spccified is at the end or at
the beginning of the signal:
[’k—-w k=K 5
| tyen k=1,

e

t =

¢

points of segments (segments of cycles and segments of

zones). The next stage is cyclic structure evaluation.
Cyelic  structure evaluation (segment cyclic

srtucture) with input data D, = {ES. s =l_§} — a set of

time segments, Since a starting point of the reference
signal is synchronized with a starting point of the first
cycle, we accept f; as a starting point of the investigated
signal. f, =£, =7_,i,s =1 starting point of the beginning
of the first cycle.

In the next step, we evaluatc a starting point of
cycles by attribute according to Table 1. Since it is
known that the wvalues of cyclic signals under
investagation are of the normal distribution law [15],
then the range of search for single-phasc values will be

setas D=3Jd where d is the value of the variancc
for the investigated signal, which is being determined
and affects the accuracy of segmentation.

At this stage, it is necessary to fulfil the conditions
of equality for attributes and to fulfil the isomorphism
of cycles starting points, that is,

Fk' if p(ém(fl n= p((t:m(;k ) — A4,
i<l g=2 ko3,

f, —counting is not taken into account,

P&+ = pl&, (7, +1),
. .. g=2G-L1,sI<t,

g-»
. if

= fl+{<7g+l.g=2,G—l,

(42)

s

(43)

{ —counts within the segment-cycle,

f, —countingis not taken intoaccount,

98

The initial data of this stage 15 a sct of time starting
points that correspond to the beginnings of cycles.

Clarification of reference segments of cycles with
input data f)c ={7.,i=1,C} and starting points, being
specified 7. ;. When specifying the readings, it is
take the range of

necessary  to
specifying 7, <1, <{,,, where ¢, is a starting point to

the number of starting points for

into  account

specify and e
specifying.
The initial data of this stage are

fbr ={f,~.i=l.(~7}~ a set of timc starting points that

correspond to the specified start of cycles; € the
number of estimated cycles at this stage, while the
segments of the zone on the cycles are not specified.
Specifving and  formation of the segmental
structure (band-cyelic structure or segmental cyvelic
structurej with input  data I_)(.:{?,-,i=l.f’} and

D, ={fs.s = l,S}. This stage is divided into two sub-

stages. A set  of  time  starting  points

D_,:{f._,z'=ﬁ,je Z} is being formed that arc

between time intervals between the cycles (this set will
be specified).

1. Specitying the segmental structure (segmental
zone structure). If there are no reference segments of the
loops between the set limits of the segments of the
loops. that is, the condition of equality according to the
atribute  is  fulfilled  p(&,(r,N=p(E (HN=...=

= PN == p(Ey(E2)).i=1,C, then the test

ISSN 2311—1399. Journal of Hydrocarbon Power Engineering. 2017, Vol. 4, Issue 2
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signal contains only the reference segments of the
cycles and does not contain counts of smaller segment
segments (within the cycles) then

bc :f)r' z{ix‘ =l“},l‘=l,c=c—‘} >

therefore
ﬁL.z{f,-,i=i._E}. we obtain the segmental cyclic

structure and pass to const 3.4,

Otherwise, if there are one or more reference
segments-zones between the cycles of segment
segments, for example, a condition is fulfilled,

p(gm(il )) = P(ém(;3)) = P(ﬁw(?s )) == p(gw(fy )) =
=..=p(&,F:)). 0= 1,C - starting points of cycles

segments and correspondingly p(&,(5)), p(E, () -
segments of cycle zones, thus we get zonc cyclic
structure (segment zong structure),

We conduct the evaluation of the received
reference points for equality on the attribute, and fulfill
the conditions for the isomorphism of reference zones.

Let's take # =1, j =1~ as a starting point of the

first zone in the first cycle.
i pEu ()= p&,(1 ) — A,

=1 g=2.,k=2K,j=2. (44)
l’? — counting is not taken into account,
P&y f +) = p, (T, +N).
o g=2,G-11, £I1<i,,,
=1 li+l<i,+l.g=2G-1, (45)

! —counts within the segment-cycle,

f, —counting is not taken into account.

In the segment structure, it is stated that the
number of readings of the segments of the zones on
cach cycle is the same, so the number of zones in the
cycles should also be the same. Given this for a set

13_, = {f._ Ji= R, ji= 1,Z +1}, this set does not take into

account starting point cycles. Where Z is the number
of areas of zones to be specificd.

The following is justified:

if the number of specified reference zones for cach
cycle is the same, then the number of zones in the cycles
is the same and is equal to Z;,=Z then
D.=4i ,i=1,C,j=2 =2Z}; where Z is the number
of zones for which there was equality by the attribute
between the starting points of the cycles boundaries; Z;
is the number of zones in the I cycle .

We combine the set of cycles starting points
D = {1, i= 1_6} and the rcceived set of starting points

C

of zones-scgments D. = {f,_ J :ﬁ J=2Z2,=Z}, thus
we get a set of  starting

D.={/.i=1.C.j=1Z}. which takes into account

points

both starting points of the cycles and the starting points
of the zones

DD, =0.. (46)

We go to paragraph 3.

If the number of zone starting points in each cycle
is not the same (this may be duc to the choice of the
sampling rate of the investigated signal), as a
consequence of not equalizing the values of the
attribute, then it is necessary to specify the zone starting
points of paragraph 2.

2. Specifying of starting points of segments of

zones with input data D, =4 ,i=1.C, j=17} and

starting points being specified 7., .. To specify

starting points it is necessary to set a range of
specifying, equal to 2e, where ¢ is a number of starting
points for specifying.

After specifying zones’ starting points we combine

sets of cycles' starting points D, ={t},i=1,—C} and
obtained specified zones’ starting points
D.=¢,i=1C j=2 =2} we get

D. = .i=1,C, j=1,7} - which takes into account

both starting points of the cycles and the starting points
of the zones,
The input data at this stage are as follows

f)2 =1 ,i=1._C.j=l,_Z}. where Z is a number of

evaluated zones or D, ={fi,i=fg}, where C is the

number of evaluated cycles.

3. Analysis of the rhythm, which can be stable or
changeable in cyclic signals. For example, when we
deal with a stable rhythm, the values of time (spatial)
distances, the intervals between single-phase vulues are
constant values, and the duration of the cycles can be
considered as the duration of the period, as in the case
of periodic deterministic signals (cyclic signals). In the
case where the distances between the single-phase
values are different in different cycles, that is, they arc
different in terms of the length of the cycles, then we are
dealing with a signal characterized by a changeable
rhythm.

The input data for this stage is a scgmental zone

structure . D_ = {7, ,i=1.C.j=1Zyor a scgmental

cyelic structure D, ={f,-, i =f6}

Having received the segmental structure, we deal
with the rhythm analysis, which can be done cither
according to Part 3.1 or 3.2.

3.1 If Lo —t =t —1; = const =T ~time,

Vi:l,_C,j:ﬁ is a
E ) =5, (t+nT).

We evaluate the value of thc period by the
following formula:

T=t. -t =t -4 Vi=1C, j=1Z

constant rhythm, i.c,

(47)
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Figure 3 — Algorithmic support for the method of segmentation of stochastic cyclic signals

You can submit a discrete fonction of rhythm,
which is defined through the evaluated period:
- for the starting points of segments-zones,

T(t. .my=n-T.Vt e W,i=1C, j=1ZneL; (48)
- for the starting points of segments-cycles.
f(t,-,n)= n~f,Vt,- eW,i=1C.nel.

3.2, If

(49)
L =1 #£1,, —1; £ const,

Vi=1,C, j=1.7 is a changeable rhythm, that is

E N 2EL(t+nT), and so £, () =&, (r+T(1,n)).

We evaluate the discrete function of rhythm by
formulas {27) and (28).

Taking into account the above described
algorithm, Figure 3 presents a structural diagram of the
algorithmic support of the developed method of
segmentation. The developed method is implemented in
the form of software in Delphi (programming language).

The dcveloped method allows us to get
information  about  the  scgment  structure:

D.=t..i=1C, j=12} or D, ={i.i=1,C}, 1w

evaluatc the rhythm (rhythmic structure) in the case of a
stable rhythm, to estimate the value of the period, and in

100

the case of a changeable one - to evaluate the discrete
function of the thythm.

Results of application of the developed method

Figure 4 shows, as an example, the test signals of
stochastic cyclic signals, in conditional units. For
checking the dcveloped segmentation method, they
were modeled taking into account the functions of
thythm, shown in Figure 5.

Applying the developed method of segmentation
to the test signals we received a segmental structure and
evaluated the functions of the rhythm.

The absolute and relative errors of segmentation
were determined by the formulas:

Al )=

5“’{):_.,_'—
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Table 4 — Errors of the defined starting points of the discrete rhythm functions of the cyclic signals.

Segmentation of stochastic cyclic signals

The relative error
(not more than), %

The absolute error
(not more than)

implementation of an electrocardiosignal

A stochastic cyclic signal (a stable rhythm) 0 0
A stochastic cyclic signal (a changeable rhythm) 8.2 1.8
A stochastic cyclic signal (a changeable rhythm), 14 21

where t; is a starting point of the simulated discrete
function of the rhythm (uscd to simulatc the cyclic
signal); /; is a starting point of the moment of time of a

definite discrete rhythm function by the method of
segmentation; L is the number of starting points of the

discrete function of the rhythm, 7/ =1,L; ¢ is a starting

point of absolute and relative errors, k = LL.

Since a partial case can be a cyclic signal, modeled
by a stochastically periodic process, this method can be
used both for segmentation and estimation of the period
value. However, it is sometimes sufficient to determine
the period by one of the known methods and we get the
segmental structure for cyclic periodic signals.

Conclusions

In this paper, the method of segmentation of a
stochastic cyclic signal is developed on the basis of
information about its segmental structure and attributes.
The developed method allows to segment cyclic signals,
thc mathcmatical modcl of which is a cyclic random
process with a segmental structure.

This method of segmentation complements the
apparatus for proccssing cyclic signals and can be uscd
in real cyclic data automated processing digital systems
in medicine, economics and other industries for the
tasks of segmentation. The method allows us to evaluate
a stable or a changeable changeablerhythm: in the case
of a stable rhythm, to evaluate the period's value, and in
the case of a changeable rhythm, to evaluate the
rhythmic structure. The estimation of the accuracy of
stochastic cyclic signals segmentation method is given;
the relative error of segmentation for the investigated
signals does not exceed 2.1%.
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MeToa cermeHTaLii CTOXaCTUYHUX LUKNIYHWUX CUrHaniB
ANnA 3agaJ ix 06pobkn Ta MOAenOBaHHA

J.B. lumeunenko

Tepronitecoruti HayiORATBIUE MeXHIYHUE YHIkepCcumem ivent eang Hymiosa;
ava. Pycoka, 56, m. Tepronian, 46000, Yxpaina

Posrnanactbes MeToa cerMcHTauil (po3GMTTS CHrHANY HA XapakTePHi AUIAHKH, CCTMEHTH) LHKIIMHOIO
CTOXaCTHYHOTO CHrHany. BpaxoByioun aTpHOYTHM UMKIIMHOCTI, CErMEHTHY UHMK/IIMHY Ta CErMeHTHY 3JOHHY
CTPYKTYPH, 3ANPOIOHOBAHO METO) BUPILEHHA npobNeMH CermMCHTALT UMKIIMHOMO CTOXACTHHHOTO CUTHAaNy 3
cTabinbHuM YU 3MIHHAMH PHTMOM. OTpiMani BIZOMOCTI [IPO CETMEHTHY CTPYKIYPY AO3BOJAIOTE POAHAII3YBATH
PHTM: Y BMNAAKY CTabJibHOI'O PUTMY OLIHHTH 3HaYCHHA 1CPIOJY, 4 y BUNAAKY 3MIHHOMO PUTMY — PUTMidHY
CTPYKTYpPY (aMcKkpeTily @YyHKUi0 puTMy). Hapeacuo npuxaagH cerMeHrtaunii 3MOICHBOBAHHX TA PEANbHHX
LMKIIYHHX CHCHAMTIB, NaHA OHIHKAa TOYHOCTI po3poBIeHOTO METOaY cermenTanil.

PozpoGnennit mcron Moxke Oyrv BHKOPHMCTAMMHM B aBTOMATH30BAHMX CHCTEMax LUMGPoBOT 00polbku
(MiarHOCTHKY Ta NPOrHO3Y) UMKIIMHHX JAHHUX! KapAIOCHIHANIR Pi3HOT Qi3UuHOT IPUPOUH, IIHKIIHHUX EKOHOMIYHNX
NPOLCCIB, TPOLECIB ra30CHOKHBARHS T4 CHEPrOCMIONKUBAHHA, TPOUCCIR MOBEPXHI penbeHHUX YTBOPECHb CYYACHHX
MaTepianis.

Kntouosi ¢noBa: pumMivna cimpyknypa, CecMenmaiia, ce2MeHmua 30HHad CMPYKMYPA, CeeMeRmHia yuRIiuna
CMPYKIMYPA, WHKAILHIT 8URAOKOGUT npoyec.
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